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- $C=\{a, b, c\}, \mathcal{A}=\left(V_{1}, V_{2}, E\right)$.
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## Motivation

Understand the objectives for which positional strategies suffice to win (in all arenas).
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## Half-positional objectives

In all games with objective $W$, if $\mathcal{P}_{1}$ can win with some strategy, can $\mathcal{P}_{1}$ also win with a positional strategy? $\sim$ If yes, $W$ is half-positional.
$W$ is bipositional if both $\mathcal{P}_{1}$ (objective $W$ ) and $\mathcal{P}_{2}$ (objective $C^{\omega} \backslash W$ ) have positional winning strategies.
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## Here

Effective characterization of half-positional objectives recognized by deterministic Büchi automata (DBA).

DBA recognize a subclass of the $\omega$-regular objectives.
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## Thank you! Any question?
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- $W=C^{*} a a C^{\omega}$ : not half-positional.

- $W=\operatorname{Büchi}(a) \cup C^{*} a a C^{\omega}$ : half-positional.

$\rightsquigarrow$ This last example is not bipositional.


## Relations on prefixes

Let $W \subseteq C^{\omega}$ be an objective.

## Left quotient

For $u \in C^{*}, u^{-1} W=\left\{w \in C^{\omega} \mid u w \in W\right\}$.
For $u, v \in C^{*}$,
■ $u \sim v$ if $u^{-1} W=v^{-1} W$ ( $\approx$ Myhill-Nerode relation $)$,
■ $u \preceq v$ if $u^{-1} W \subseteq v^{-1} W$.
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Objective $W$ is progress-consistent if
for all $u, v \in C^{*}, u \prec u v$ implies $u v^{\omega} \in W$.
$C^{*} a a C^{\omega}$ is not:
$b \prec b(b a)$ but $b(b a)^{\omega} \notin W$.


Büchi $(a) \cup C^{*} a a C^{\omega}$ is (here, $\left.b(b a)^{\omega} \in W\right)$.
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Let $W \subseteq C^{\omega}$ be an objective recognized by a DBA.

## Condition 3

Objective $W$ is Myhill-Nerode-like if it is recognized by a DBA with one state per equivalence class for $\sim$.

Büchi $(a) \cup C^{*} a a C^{\omega}$ is (three classes, three states).


## Characterization

Theorem
An objective $W$ recognized by a DBA is half-positional if and only if

- $\preceq w$ is total,
- $W$ is progress-consistent, and
- $W$ is Myhill-Nerode-like.
$\rightsquigarrow$ All three conditions are easy to decide.
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